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Abstract: Machine learning is becoming a vital tool for automating decision making processes in today’s world. Machine 

learning algorithms evaluate information, spot trends and forecast outcomes to assist businesses in making wise decisions 

and also can help with disease diagnosis, prognostication, treatment plan personalization, resource allocation optimization 

by training machine learning algorithms on historical data too. In order to better understand how machine learning might 

be used on healthcare decision making, we did this research work.  

We have tried to present a fine approach using clustering visualization to enhance health status based on some sentence 

and word analysis using some unsupervised machine learning algorithms like KMeans and Spectral clustering techniques 

that are most common to find hidden structures, correlations and trends in healthcare data based on speech signals that 

are not labeled. Fusion feature is an added advantage that has been created by combining several different distinct features. 

To facilitate pattern recognition and interpretation, we did cluster visualization using PCA as a feature reduction method 

on the features to verify the effectiveness of the suggested method on two of our primary datasets and lastly we have 

applied the same method on an online health dataset for comparison.  

In the observation stage, the clustering visualizations have helped with health status results by revealing distinct cluster 

alterations linked to particular medical disorders. The overall research has impacted on significant potential applications 

on speech recognition and in future it may impact on speech therapy, real time disease detection and remote health 

monitoring systems. 
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1. Introduction 

The Traditional methods generally involve invasive procedures for diagnostic tests. The basic purpose of this research is 

to discern changes in an individual's health by non-invasive means which has been a goal of medical research. The recent 

advancements in speech recognition, speech analysis and computational linguistics have opened up new avenues for 

health conditions that are both non-intrusive and cost-effective.  

The human voice (Juang & Chen, 1998), which has been a reflection of various physiological, psychological factors, 

which has garnered significant role as a potential indicator of individual's health status (Delić et al., 2019; Kim et al., 

1999)Some earlier models used for speech recognition are HMM,GMM (Ozerov et al., 2011) and some modern models 

like fuzzy logic & neural networks (Eljawad et al., 2019) used in previous research works. Also, many Assamese 

researchers have developed models for natural language processing (Chadha et al., 2015) or Assamese numeral speech 

recognition (Sarma & Sarma, 2011). 

Speech analysis encompasses various linguistic levels, from the articulation of phonemes to the construction of complex 

sentences or words. Which levels are intricately linked to the physiological and psychological characteristics of the vocal 

tract, to make speech an ideal candidate for health status detection?  

The subtle variations in speech recognition (Anusuya & Katti, 2010)patterns have been observed in individuals with 

various health conditions.  

The most challenging and promising aspects of the research lies in deciphering the underlying patterns and creating a 

relationship tie linguistic content and vocal characteristics.  

Developing a more accurate and efficient speech recognition system using clustering techniques to overcome the 

limitations of traditional recognition methods.  

In the way to get the objective of the research,  we had to create a system that can accurately group and categorize speech 

patterns or phrases into distinct clusters, enabling better decision-making processes across various applications, such as 

virtual assistants, transcription services, healthcare etc.  

By implementing clustering algorithms, the aim is to enhance the recognition accuracy, reduce error rates, and improve 

the overall decision-making capabilities of voice signal  identification systems in real time scenarios in unruly 

environments (Kim et al., 1999) or for robust speech (Afify &Siohan, 2004).  

The context diagram of the general speech recognition system using clustering of speech features is depicted below.  
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Figure 1: Speech Model Architecture 

 

During this research, relating to the objective  a comprehensive framework has been designed for developing some new 

fusion speech features and to apply an unsupervised approach (Marcu &Echihabi, 2002b)using clustering technique with 

these fusion features so that health status can be analyzed by visualizing the clusters. Our aim to uncover the hidden 

patterns in speech data with the application of fusion feature technique and implementing on  health anomalies through 

the clustering visualization techniques which  provide  insights into early detection  and treatment evaluation of health 

conditions. The main advantages of this research are accessibility, cost-effectiveness, data analytics and empowerment.  

 

2. Description of Dataset 

The speech recognition of Assamese language (Bora & Gupta, 2014; Talukdar et al., 2013)has been done by many 

previous researchers to achieve various objectives. Our research is to obtain healthcare status which is based on a primary 

dataset and a secondary dataset as well. As we know that a primary dataset is completely unique unlike the secondary 

dataset and the Assamese language does not have any built-in dataset, we have constructed our primary dataset. Some 

researchers have used the syllabication rules(Deng et al., 2005) for recognizing the Assamese words instead of constructed 

datasets and many researches have been done for the development of Assamese corpus(Sarma et al., 2013) which is a 

great achievement. In our research, between the two data sets, the first dataset construction consists of two pre-steps. 

After implementing these steps, the final construction of the dataset is done for the primary dataset. The second dataset 

is an online dataset named “overview_of_recordings” available in www.kaggle.com\Covid19datasets , where several 

speech features have been taken including both prosodic and statistical. The primary dataset with some feature values in 

.csv format is given below: 
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2.1 Data Pre-processing 

In this research, we have used an Audio Recorder App with two channels and 44100 HZ frequency range and selected for 

the 1st dataset and the 2nd dataset we have collected from a recording studio which was a previous conversation between 

a reputed doctor and some patients. For preprocessing, we have used LIBROSA as a library to do the feature extraction. 

 

2.2 Data Filtering  

Data filtering (Cheng et al., 2019)is very important for reducing the noise of the signal .In data filtering, we have used 

low pass filter with alpha value of 0.57 to make high-frequency noise-free audio signals. Wiener filter (Almajai& Milner, 

2010; Thakuria& Talukdar, 2014) was a traditional filter  among the various filters used by previous researchers 

 

Alpha Value Influence: The alpha value, ranging between 0 and 1, controls the smoothing effect. 1 (e.g., 0.97) gives 

more weight to recent values, emphasizing the high-frequency components and closer to 0 gives more weight to past 

values, emphasizing the low-frequency components and reducing noise. 

 

2.3. Feature Reduction 

We have chosen feature reduction instead of feature selection (Anaraki et al., 2020; ArrutiIllarramendi et al., 2014; Zhang 

et al., 2020) technique as the feature selection have been already used by many researchers of the old days. The extracted 

features are reduced with PCA (Principal Component Analysis) which is a feature normalization(Huang et al., 2011) 

technique along with a feature dimension reduction technique (Dauda & Bhoi, 2014)so that no any missing value can 

affect the methodology. First, we stored the recorded audio file and collected audio files in .wav format and  then we have 

used PCA(Dauda & Bhoi, 2014; Jia et al., 2022) with  28 speech features for preprocess the .wav files that have used. 

After this, the analysis identified several features for the subsequent steps. The 6th moment, 5th moment, PLP4, PLP3, 

and formant frequency stood out as promising options for further investigation.In some previous research works of speech 

technology, feature selection(Cohen &Zigel, 2002)techniques like regressions were used either for speaker 

segmentation(Delacourt & Wellekens, 2000)or in text dependent speaker(Zigel & Cohen, 2004) verification techniques. 

 

In our research, the next step was to find out some best feature observations and to focus on a different set of features 

from subsequent analysis and clustering efforts as some of the features are statistical features. We have used “Mel-
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frequency Cepstral Coefficients (MFCC), HFCC, Filter Bank of Mel Spectrogram, Zero Crossings Ratio and Root Mean 

Square” as the primary features. Excluding our observed feature values, we used a literature survey on the fusion of 

speech features and found more fusion features. With the help of best selected feature set and also the fusion feature set 

in place, then proceeded to perform clustering using Spectral clustering. These clustering techniques are commonly used 

in data analysis to group data points with similar characteristics or patterns into clusters or categories. 

 

The research is to gain insights into the relationships and groupings within the audio data based on the chosen features, 

to extract meaningful information or patterns that could be valuable for various applications such as speech recognition, 

audio classification or signal processing. We have applied both the early (concatenation) and late (Addition & Averaging) 

fusion techniques for the fusion of features. The final Fusion Features developed for the project for the implementation 

of clustering technique are listed below: 

 

Fusion_Feature 

Name 

Feature Combination 

mfcc_fb mfcc+fb 

mfccf_fb mfcc+f0+fb 

melbs_zcr melbs+zcr 

Plps Avg(plp+plp2+plp3+plp4) 

Fstft Fb+stft 

Table1: Fusion Features 

 

2.4. Construction of Datasets  

We have considered the “Assamese Language” for this research and collected three sentences from 350 people and all 

the people are from local areas of Assam. This technique we applied for the first dataset. Thus, the dataset consists of 

almost 1000 sentences namely “feeling good”, “feeling not good” and “feeling bad” and 28 columns (i.e. 28 features).The 

sentences recorded in Assamese language are pronounced like “VAAL”, “VAAL NOHOI”, “BEYA”. And for the second 

dataset, we have taken an online dataset collected from a Google. The second dataset is an online speech dataset used 

during Covid19 that consists of 1000 rows and 13 columns (13features). In the last phase, we have applied the concept of 

fusion technique by which we have developed total 5 fusion feature out of 10 from our existing extracted features. The 

different datasets are used for two types of recorded sounds with the extracted features without any speech segmentation. 

The recorded sounds are stored in the form of a .wav file and then extracted the speech features from the two types of 

sounds individually. 

 

3. Methodology 

The methodology involves the collection of speech from a diverse group of individuals and each with varying health 

issues. Through this we extracted linguistic features from the speech data samples, encompassing phonetic information, 

prosodic cues, and syntactic structures. Here we have captured the vocal features such as pitch, amplitude, and resonance. 

Through advanced clustering algorithms, we have found out multi-dimensional feature sets into clusters that reveal shared 

speech and vocal patterns among individuals with similar health status. First, we have tested on vowels and consonants. 

Then on the reduced feature set of both the datasets for getting some perfect clusters. In the first dataset clustering is done 

for making three clusters for the three individual sentences and in the dataset clustering is done for two types of people 

one cluster having Covid19 symptoms and the other not having any Covid19 symptoms. 

 

3.1. Implementation Details:  

For this research work, mainly KMeans and Spectral clustering (Marcu &Echihabi, 2002a; Wessel & Ney, 2004; Yadav 

& Singh, 2016) algorithms are used to implement on each of the two datasets individually with different sets of features 

at different times. Algorithm 1 shows the first clustering technique and algorithm 2 shows the second clustering technique 

that we have implemented. We have first implemented algorithm1 and after visualizing the clusters we have implemented 

algorithm2 for better visualization. 
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3.2. Comparison of Our Methodology with IOT: Both IOT-based and machine learning-based projects can be valuable 

for health checkup applications. They serve different purposes and have distinct advantages. K-Means and Spectral 

clustering individually, gives the quality of clusters and any insights gained.  

▪ Real-time Monitoring:  IoT-based health checkup plans are able to give concurrent information on imperative signs 

and health parameters, for immediate detection of anomalies. On the other hand, Machine learning models often 

require a batch of data for analysis and might not offer real-time monitoring. 

▪ Reduced Data Transfer: IoT devices preprocess data locally and give relevant information and thus it can reduce the 

amount of data to be transmitted and processed in the cloud, which can save the cost of bandwidth and cloud 

processing. 

▪ Reliability: IoT devices are designed for specific purposes and are less prone to model degradation or performance 

variations over time. 

▪ Lower Cost: IoT-based solutions can often be more cost-effective to implement and maintain than machine learning-

based solutions, which may require more computational resources. 

▪ Customization: IoT devices are used for specific health monitoring needs and can integrate a variety of sensors and 

actuators, for flexibility in designing solutions for different healthcare scenarios. 
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3.3. Feature Fusion and Optimization 

Fusion of Feature or the integration of characteristics from distinct feature or attribute, is an essential component of 

contemporary network design. It is commonly done using basic operations like summation or concatenation; however 

this may not be the best option. There are two current feature fusion approaches. One method is to merge two or more 

sets of feature vectors into a single amalgamation vector and then mine features in the upper dimensional true vector 

space. Another option is to join two sets of feature vectors using an intricate vector and during this study, we used two 

significant approaches to fuse features: early fusion transformed add, concatenate method, and late fusion averaging 

method. Then, mine features from the complicated vector. The two fusion techniques applied in this research are briefed 

below. 

 

3.3.1. Addition Technique for Fusion Features:  
It signifies that we will merge two vectors into one. For example, \ (A + B = C\). 

If \ (A\) and \ (B\) have the same shape, matrix multiplication can be used to project them as the same.  

 

3.3.2. Concatenation Technique for Fusion Features 
This signifies that we will concatenate the features into a vector. Concatenating \ (A\) and \ (b\) creates a 1*(m+n) vector. 

The context d iagram of the proposed speech recognition system using clustering of speech fusion features is depicted 

below. 
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Figure 2: Proposed Speech Model Architecture 

 

3.4. Significance 

The research focuses on the potentiality of the development of fusion features and their impact on health monitoring 

system with the help of a non-invasive, real-time assessment tool. Some earlier model of speech emotion recognition 

(Chen et al., 2022)for speaker classification(Suresh et al., 2017) have also been analyzed. Our proposed system offers a 

holistic perspective, bridging the gap between linguistics(Metze et al., 2009), para linguistics(Cai et al., 2017), signal 

processing (Dragomiretskiy&Zosso, 2013), feature development and medical diagnostics(Allan &Arroll, 2014; Eccles, 

2005; Huckvale& Beke, 2017). Moreover, the visual nature of the clustering results facilitates easy interpretation, 

allowing healthcare practitioners and researchers to quickly identify and understand the speech and vocal features 

indicative of particular health conditions.  

 

4. Results  

For quality of clustering, some common measuring indexes like the Silhouette score and Purity have been used. After 

clustering of the recorded speech and speech features, it is evaluated the results of the respective clustering techniques by 

considering three factors to compare the accuracies. The Silhouette score is a metrics which is used to assess the quality 

of clusters. Purity is another measuring index that measures the ability of clustering (Nptel Clustering Algorithms; 

Sazonov, 2010)and is applicable even when the no. of the cluster is different from the number of known classes. When it 
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comes to clustering, "purity" refers to how distinct and uniform the clusters are. It gauges how closely related a cluster's 

elements are to one another in terms of class or category. When a cluster has a high purity, it means that the majority of 

its items are from the same class; when it has a low purity, it means that some things are intermingled from different 

classes inside the cluster. 

 

 
 

 

 

 

In Figure1 and Figure2 we achieved the cluster results by testing with the 11 vowels of Assamese language. In other 

figures, we obtained the cluster visualization for three clusters with the first dataset in figure number 3,4,5,6 respectively. 

 
 

 

 

 
 

 

 

Figure3:Vowels_KMeans Figure4:Vowels_Spectral 

Figure5:1st_Dataset_KMeans Figure6: 1st_Dataset _Spectral 

Figure7:  1st_Dataset_Fusion_KMeans Figure8: 1st_Dataset _Fusion_Spectral 
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The findings indicate that feature fusion, especially the first, third, and fifth fusion features(Bharali & Kalita, 2018; Metze 

et al., 2009) yields better results. Future research can delve deeper into feature selection, extraction, and fusion techniques 

to enhance the performance of speech analysis algorithms. This could involve exploring various combinations of features 

along with machine learning models to optimize accuracy. 

The total purity of the clustering will be lower if Clusters 1 and 2 have high purities (almost 1) and Cluster 3 has a poor 

purity after mixing multiple classes.  To sum up, purity quantifies the degree to which clusters are distinct and uniform in 

terms of the classes they comprise. 

  

 

 

 

 

Table 2:Dataset1 1st feature and 5th fusion feature 

 

 

 

 

 

 

Table 3: Dataset1 Top5 features and 5th fusion feature 

 

 

        

 

 

 

 

 

Table 4:Dataset1 Top5 features and 3rd fusion feature 

 

 

 

 

 

 

 

 

Table 5:Dataset1 Top5 features and 3rd & 5th fusion feature 

 

 

 

 

 

Clustering Silhouette Coefficient Purity 

KMeans .55 .85 

Spectral .58 .91 

Clustering Silhouette Coefficient Purity 

KMeans .58 .90 

Spectral .63 .94 

 Silhouette 

Coefficient 

Purity 

KMeans .65 .87 

Spectral .68 .92 

 Silhouette 

Coefficient 

Purity 

KMeans .69 .91 

Spectral .72 .97 

Figure9:1st_Dataset_Best_Fusion_KMeans Figure10: 1st_Dataset_Best_Fusion_Spectral 
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 Top5 

features 

Top5 

& 1st 

fusion 

feature 

Top5 & 2nd  

fusion 

feature 

Top5 & 3rd fusion feature Top5 

& 4th 

fusion 

feature 

Top5 

& 5th 

fusion 

feature 

KMeans 

Clustering 

.765 .68 .71 .87 .79 .90 

Spectral 

Clustering 

.70 .72 .75 .92 .84 .94 

Table 6: Purity of Clustering for Database 1 

 

From the above tables, we have found that both the clustering indexes Silhouette score and purity increases when the 

number of features increased excluding some of the fusion features. The cluster visualization using PCA of the 2nd dataset 

for both the KMeans and Spectral clusters are mentioned below where the clustering is done or mainly two cluster, one 

cluster indicates patient having covid19 symptoms and another one not having any covid19 symptoms. Moreover, cluster 

measure indexes for both the datasets have been listed in table format below in tables 7 and 8 respectively.  

 
Figure 11: 2nd_Dataset_KMeans    Figure 12: 2nd_Dataset_Spectral 

 

 

Datasets KMeans Clustering 

(Silhouttee Coefficient) 

Spectral Clustering 

(Silhouttee 

Coefficient) 

Dataset1(Three 

Assamese Sentences 

.75 .84 

Online Dataset  .52 .66 

Table 7: Clustering Results for the all fusion features (mfcc_fb, mfccf_fb, melbs_zcr, plps, fstft for the 1st dataset) 

 

Datasets KMeans Clustering 

(Purity) 

Spectral Clustering 

(Purity) 

Dataset1(Three Assamese 

Sentences) 

.94 .98 

Online  Dataset  .68 .77 

Table 8: Clustering Results for the three fusion features (mfcc_fb, melbs_zcr, fstft) 

 

The metrics we referring to, Silhouette coefficients and purity are commonly used to evaluate the machine learning results 

using clustering. Here's a breakdown of our observations: 

1. Clustering of the top 5 features and fusion of 5 features: Silhouette coefficient and purity are good. 

2. Clustering of the top 5 features and three fusion features: This combination gives even better results in terms of purity. 

3. Clustering of 1 and 2 top features or 1 and 3 best fusion features: This combination is giving better results in terms of 

purity. 

Surprisingly, in some cases, using only a few features (1 or 2) along with 3 or 5 best fusion features results in the best 

cohesion and separation, even if the Silhouette coefficient is not very high. The results obtained have pointed the number 

and choice of features which can significantly impact the quality of clustering. But in every observation, it is found that 

our feature clustering results are comparatively better than that of the clustering of the online (from Kaggle website) 
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dataset of speech features. From Tables 7,8 and 9, it has been observed that the clusters are well separated with tight 

coupling of the samples within each cluster which determines the good quality of clustering that has been done for all the 

clusters.   

 

Spectral Cluster Measures Dataset1 Online Dataset of Speech Features 

Silhouette coefficient .75(Avg) .66(Avg) 

Purity .94(Avg) .79(Avg) 

Table 9: Final Comparison of Cluster Indexes 

 

From the above table it has been observed that all the clustering measures with fusion features in all the datasets used 

during the research are better than that of the online dataset where most of the features are similar to our speech features 

contained in the datasets. 

 

5. Conclusion 

The clustering visualization of some particular words in the second dataset and some sentences in the first dataset holds 

promise as an innovative method for health status assessment. The research paper sets the stage for a deeper understanding 

of the intricate relationships between speech patterns and health conditions by merging linguistic and vocal analyses. We 

anticipate that the insights gained from this research will play a significant part towards the advancement of early detection 

systems, personalized healthcare, and improved wellness management. From the tables, we have concluded that the fusion 

of features is giving better results than that of without fusion. The first, third and fifth fusion features are giving better 

results than that of the other fusions. Integrating voice-based technologies into healthcare systems can contribute to 

sustainable development by improving healthcare access, efficiency, and effectiveness. 

 

6. Future Scope 

The clustering visualization in case of words and sentence level based on linguistic and vocal analyses be further refined 

and expanded for different health issues. Future research can also explore to more sophisticated algorithms for extracting 

and interpreting patterns in speech that are indicative of various health conditions which lead to more accurate and 

sensitive health assessment. In Future, it can focus on designing real-time or near-real-time monitoring systems that use 

speech patterns to identify potential health in the early stage. Future studies could investigate how tailored interventions 

and treatments can be developed by analyzing an individual's speech patterns. 

In advanced stage of machine learning and artificial intelligence continue to incorporate these cutting-edge methods into 

speech analysis for health assessment which lead to more robust and automated systems for health monitoring. With the 

increasing use of speech data in health assessment, ethical considerations and privacy protection become crucial.  
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